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ABSTRACT

Brain cancer surgery has the goal of performing an accurate resection of the tumor and preserving as much as possible the quality of life of the patient. There is a clinical need to develop non-invasive techniques that can provide reliable assistance for tumor resection in real-time during surgical procedures. Hyperspectral imaging (HSI) arises as a new, non-invasive and non-ionizing technique that can assist neurosurgeons during this difficult task. In this paper, we explore the use of deep learning (DL) techniques for processing hyperspectral (HS) images of in-vivo human brain tissue. We developed a surgical aid visualization system capable of offering guidance to the operating surgeon to achieve a successful and accurate tumor resection. The employed HS database is composed of 26 in-vivo hypercubes from 16 different human patients, among which 258,810 labelled pixels were used for evaluation. The proposed DL methods achieve an overall accuracy of 95% and 85% for binary and multiclass classifications, respectively. The proposed visualization system is able to generate a classification map that is formed by the combination of the DL map and an unsupervised clustering via a majority voting algorithm. This map can be adjusted by the operating surgeon to find the suitable configuration for the current situation during the surgical procedure.
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1. INTRODUCTION

Cancer is a leading cause of mortality worldwide.1 In particular, brain tumor is one of the most deadly forms of cancer, while high-grade malignant glioma being the most common form (~30%) of all brain and central nervous system tumors.2 Within these malignant gliomas, glioblastoma (GBM) is the most aggressive and invasive type, accounting the 55% of these cases.3,4 Traditional diagnoses of brain tumors are based on excisional biopsy followed by histology. They are invasive with potential side effects and complications.5 In addition, the diagnostic information is not available in real-time during the surgical procedure since the tissue needs to be processed in a pathological laboratory. The importance of complete resection for low-grade tumors has been reported and it has proven to be beneficial, especially in pediatric cases.6 Although other techniques, such as computed tomography (CT), may be able to image the brain, they cannot be used in real time during surgical operation without significantly affecting the course of the procedure.7,8 In this sense, hyperspectral imaging (HSI) arises as a non-invasive, non-ionizing and real-time potential solution that allows precise detection of malignant tissue boundaries, while assisting guidance for diagnosis during surgical interventions and treatment.9–12

Previous works have investigated the classification and delineation of the tumor boundaries using HSI and traditional machine learning (ML) algorithms.12–16 In particular, head and neck cancer were extensively investigated using quantitative HSI to detect and delineate the tumor boundaries in in-vivo animal samples using ML techniques 17–20 and in
**ex-vivo** human samples using deep learning (DL) techniques.\textsuperscript{21} In case of brain tumors,\textsuperscript{15} quantitative and qualitative HSI analyses were accomplished with the goal of delineate the tumor boundaries by employing both the spatial and spectral features of HSI. Qualitative results were also obtained intraoperatively by performing an inter-patient validation using ML algorithms.\textsuperscript{12}

In this study, the objective is to use deep learning architectures and create a surgical aid visualization system capable of identifying and detecting the boundaries of brain tumors during surgical procedures using **in-vivo** human brain hyperspectral (HS) images. This tool could assist neurosurgeons in the critical task of identifying cancer tissue during brain surgery.

## 2. MATERIALS AND METHODS

### 2.1 In-vivo Human Brain Cancer Database

The HSI database employed in this work consists of 26 different hypercubes from 16 adult patients that were undergoing craniotomy of intra-axial brain tumor or other type of brain surgery at the University Hospital Doctor Negrin of Las Palmas de Gran Canaria in Spain. Six of these patients had grade IV glioblastoma (GBM) confirmed by histopathology. Eight HSI hypercubes were acquired from the GBM patients. The other ten patients were registered to obtain normal brain image samples. The HS images were acquired using a customized intraoperative HS acquisition system that captures images in the visible and near infra-red (VNIR) spectral range (400 to 1000 nm).\textsuperscript{12} This system employs a pushbroom camera (Hyperspec® VNIR A-Series, Headwall Photonics Inc., Fitchburg, MA, USA) to capture HS images composed by 826 spectral bands with a spectral resolution of 2-3 nm and a pixel dispersion of 0.74 nm. Since the camera is based on the pushbroom scanning technique (the 2-D detector captures the complete spectral dimensions and one spatial dimension of the scene), the complete HS cube is obtained by shifting the camera’s field of view relative to the scene, employing a stepper motor to perform the movement. The acquisition system employs an illumination device capable of emitting cold light in the range between 400 to 2200 nm, using a 150 W QTH (Quartz Tungsten Halogen) lamp connected to a cold light emitter via fiber optic cable. The cold light is mandatory in order to avoid the high temperatures of the light in the exposed brain surface. Figure 1a shows the intraoperative HS acquisition system capturing a HS image of the exposed brain surface during a neurosurgical operation at the University Hospital Doctor Negrin of Las Palmas de Gran Canaria (Spain).

The procedure to obtain the HS images of the **in-vivo** brain intra-operatively was performed as follows.\textsuperscript{12} After craniotomy and resection of the dura, the operating surgeon initially identified the approximate location of normal brain and tumor (if applicable). Then, rubber ring markers were placed on these locations and the HS images were captured with markers in situ. After that, tissue samples were resected from the marked areas and sent to pathology for tissue diagnosis. Depending on the location of the tumor, images were acquired at various stages of the operation. In the cases with superficial tumors, some images were obtained immediately after the dura was removed, while in the cases with deep laying tumors, images were obtained during the actual tumor resection.

The raw HS images captured with the system were pre-processed employing a pre-processing chain based on the following steps:\textsuperscript{12} i) image calibration, where the raw data is calibrated using a white reference image and a dark reference image; ii) noise filtering and band averaging, where the high spectral noise generated by the camera sensor was removed and the dimensionality of the data was reduced without losing the main spectral information; and iii) normalization, where the spectral signatures were homogenized in terms of reflectance level. The final HS cube employed in the following experiments is formed by 128 spectral bands, covering the range between 450 and 900 nm.\textsuperscript{12}

From these pre-processed cubes, a specific set of pixels was labelled using four different classes: tumor tissue, normal tissue, hypervascularized tissue (mainly blood vessels) and background (other materials or substances that can be presented in the surgical scene that are not relevant for the tumor resection process). These set of labelled pixels were employed to train and test the supervised algorithms evaluated in this work. The operating surgeon labelled the captured images using a semi-automatic tool based on the SAM (Spectral Angle Mapper) algorithm developed to this end.\textsuperscript{15} Figure 1b shows an example of the synthetic RGB representation of an HS cube from the HS brain cancer image database used in this study, where the tumor area has been surrounded with a yellow line. Figure 1c shows the golden standard map obtained from this HS cube, where the green, red, blue and black pixels represents the normal, tumor, hypervascularized and background labelled samples respectively. The pixels that were no labelled are represented in white color. In addition, the average and standard deviation of the labelled pixels from the tumor, normal and
hypervascularized classes are presented in Figure 1d. Table 1 details the total number of labelled samples per class employed in this study.

![Figure 1](image)

**Figure 1.** (a) Intraoperative HS acquisition system capturing an image during a surgical procedure. (b) Synthetic RGB representation of a HS cube from an in-vivo brain surface affected by GBM tumor (surrounded in yellow). (c) Golden standard map obtained with the semi-automatic labelling tool from the same HS cube. Normal, tumor, hypervascularized and background classes are represented in green, red, blue and black color respectively. (d) Average and standard deviation of the spectral signatures of the tumor (red), normal (black) and blood vessel/hypervascularized (blue) labelled pixels.

<table>
<thead>
<tr>
<th>Class</th>
<th>#Labeled Pixels</th>
<th>#Images</th>
<th>#Patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>102,419</td>
<td>26</td>
<td>16</td>
</tr>
<tr>
<td>Tumor (GBM)</td>
<td>11,359</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Hypervascularized</td>
<td>38,566</td>
<td>25</td>
<td>16</td>
</tr>
<tr>
<td>Background</td>
<td>106,466</td>
<td>24</td>
<td>15</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>258,810</strong></td>
<td><strong>26</strong></td>
<td><strong>16</strong></td>
</tr>
</tbody>
</table>

### 2.2 Deep Learning Techniques

A 2D convolutional neural network (CNN) classifier was implemented in a batch-based fashion using TensorFlow on a Titan-XP NVIDIA GPU. From each pixel of interest, an 11x11 pixel mini-patch was constructed centered on the pixel of interest. The CNN was trained with a batch size of 12 patches, which were augmented to 96 patches during training by applying rotations and vertical mirroring to produce 8 times augmentation. The CNN architecture, detailed in Table 2, consisted of three convolutional layers, one average pooling layer, and one fully-connected layer. Gradient optimization was applied to the AdaDelta optimizer with a learning rate of 1.0 and with 200 epochs for the training data.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Kernel size / Remarks</th>
<th>Input Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv.</td>
<td>3x3 / ‘same’</td>
<td>11x11x128</td>
</tr>
<tr>
<td>Conv.</td>
<td>3x3 / ‘same’</td>
<td>11x11x64</td>
</tr>
<tr>
<td>Conv.</td>
<td>3x3 / ‘same’</td>
<td>11x11x92</td>
</tr>
<tr>
<td>Avg. Pool</td>
<td>3x3 / ‘valid’</td>
<td>11x11x128</td>
</tr>
<tr>
<td>Linear</td>
<td>Flatten</td>
<td>9x9x128</td>
</tr>
<tr>
<td>Linear</td>
<td>Logits</td>
<td>1x1000</td>
</tr>
<tr>
<td>Softmax</td>
<td>Classifier</td>
<td>1x4</td>
</tr>
</tbody>
</table>

In addition, a deep neural network (DNN) was implemented in TensorFlow on a NVIDIA Quadro K2200 GPU and was trained using only the spectral characteristics of the HS samples. This 1D-DNN was composed of two hidden layers with 28 and 40 nodes, respectively. The learning rate was established as 0.1 and the network was trained for 40 epochs of training data. Cross-validation was performed in both algorithms using the leave-one-patient-out method. All
parameters were maintained for each patient iteration. Furthermore, the training dataset was randomly balanced to the class with the minimum number of samples.

### 2.3 Traditional Supervised Classification Techniques

The results of the deep learning algorithms were compared with the results obtained by a spatial-spectral classification algorithm. In this spatial-spectral algorithm, the HS cube is dimensionally reduced using a principal component analysis (PCA) algorithm to obtain a one-band representation of the HS cube. This one-band representation is used as a guidance image to perform a spatial homogenization of the 4-class probability map obtained by a support vector machine (SVM) classifier. The spatial homogenization is performed by a K-nearest neighbors (KNN) filter that improves the classification results obtained by the SVM algorithm.\(^{15,23}\)

Figure 2 shows the pipeline of the spatial-spectral supervised classification algorithm. The result of this algorithm is a classification map that includes both the spatial and the spectral features of the HS images. In addition, different configurations of the SVM classifier were tested using a binary dataset (tumor vs. normal tissue) in order to compare the performance of the algorithms. The LIBSVM was employed for the SVM implementation.\(^{24}\)

![Figure 2. Block diagram of the spatial-spectral supervised algorithm pipeline.](image)

### 2.4 Validation

The validation of the proposed algorithm was performed using an inter-patient classification, *i.e.*, training on a group of patient samples that includes all the patients except the samples of the patient to be tested (the leave-one-out method). Eight images from six patients that had GBM diagnosed by histopathology were selected to compute the performance of the different classification algorithms. Table 3 shows the total number of labeled samples per each class and image in the validation dataset.

Overall accuracy (Eq. 1), sensitivity (Eq. 2) and specificity (Eq. 3) metrics were calculated to evaluate the results, where TP is true positive, TN is true negative, FN is false negative, P is positive, and N is negative. In addition, the receiver operating characteristic (ROC) curve was used to obtain the optimal operating point where the classification offers the best performance for each patient image. Experiments were performed in the binary mode (tumor and normal samples) and in the multiclass mode (four classes available in the HS dataset). Finally, using the classification models generated for each test patient, the classification of the entire HS image was performed to evaluate the results qualitatively.

\[
\text{Accuracy} = \frac{TP + TN}{P + N} \quad (1) \\
\text{Sensitivity} = \frac{TP}{TP + FN} \quad (2) \\
\text{Specificity} = \frac{TN}{TN + FP} \quad (3)
\]

### 2.5 Surgical Aid Visualization System

To develop the surgical aid visualization system, MATLAB\textsuperscript® GUIDE was employed. In this software, the classification map obtained by the 1D-DNN can be optimized by adjusting the threshold (operating point) where each pixel is assigned to a certain class depending on the probability values obtained for each class. Three threshold sliders were employed in the visualization system that offer the possibility to adjust and overlap the DNN classification results for the tumor, normal and hypervascularized classes, following the same priority order to overlap the layers.
Table 3. Summary of the test dataset employed for the algorithm validation.

<table>
<thead>
<tr>
<th>Patient ID</th>
<th>Image ID</th>
<th>#Labeled Pixels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>T</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>2,295</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>2,187</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>1,251</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>1,178</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>1,328</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>1,842</td>
</tr>
<tr>
<td>Total</td>
<td>8</td>
<td>21,150</td>
</tr>
</tbody>
</table>

(N) Normal tissue; (T) Tumor tissue; (H) Hypervascularized tissue; (B) Background.

Furthermore, a new processing framework has been proposed (Figure 3). This framework is able to generate a density map where the three classes (normal, tumor and hypervascularized) are represented in gradient colors using the classification map of the 1D-DNN and an unsupervised segmentation map generated by a clustering algorithm. Concretely, the HS cube is processed by the 1D-DNN and a hierarchical K-Means (HKM) algorithm, which generate a 4-class classification map and an unsupervised segmentation map of 24 clusters, respectively. Both maps are merged using a majority voting (MV) algorithm, i.e., all pixels of each cluster on the segmentation map are assigned to the most frequent class in the same region of the classification map. At this point, a new classification map is obtained where the classes are determined by the 1D-DNN; and the boundaries of the class regions are determined by the HKM map. In addition, a 3-class probability cube is formed by using the probability values of each class in each cluster, where the first, second and third layers represent the probabilities for the tumor, normal, and hypervascularized classes, respectively. The background class is discarded due to the fact that it will be always represented in black color. Finally, the 3-class probability cube is used to generate the RGB density map where each pixel color value (red, green and blue) is proportionally degraded using the probability values of each layer. This algorithm for generating the three-class density map was previously reported. However, this paper uses the 1D-DNN architecture instead of the PCA, SVM and KNN filtering pipeline.

Figure 3. Block diagram of the proposed surgical aid visualization algorithm to generate the three class density map. A hierarchical K-Means (HKM) algorithm and a 1D deep neural network (DNN) method were used to generate the maps for majority voting.

3. EXPERIMENTAL RESULTS

The algorithms were tested on the test dataset composed by 8 HS cubes obtained from 6 patients with GBM tumor. Table 4 shows the average classification results obtained using only the tumor and normal samples of the database. Both deep learning methods (2D-CNN and 1D-DNN) where compared with SVM-based machine learning methods, both employing linear and radial basis function (RBF) kernels with and without optimize their hyperparameters. After an exhaustive analysis, the optimal cost (C) established for both linear and RBF kernels were $C^*$, while the optimal gamma for the RBF kernel was established as $\gamma^*$. The achievement of the optimal hyperparameters for the RBF kernel was performed using a grid-search method. The results obtained demonstrate that the deep learning methods improve the accuracy and the sensitivity up to 7% and 26%, respectively, as compared to the traditional machine learning techniques.
Table 4. Binary classification results (mean and standard deviation).

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D-DNN</td>
<td>95±8</td>
<td>88±12</td>
<td>100±1</td>
<td>0.99±0.01</td>
</tr>
<tr>
<td>2D-CNN</td>
<td>90±21</td>
<td>76±29</td>
<td>100±1</td>
<td>0.97±0.04</td>
</tr>
<tr>
<td>SVM RBF (C=2² &amp; G=2³)</td>
<td>88±17</td>
<td>62±24</td>
<td>100±0</td>
<td>0.86±0.35</td>
</tr>
<tr>
<td>SVM RBF Default</td>
<td>87±13</td>
<td>57±19</td>
<td>100±0</td>
<td>0.97±0.07</td>
</tr>
<tr>
<td>SVM Linear (C=2³)</td>
<td>86±21</td>
<td>56±38</td>
<td>100±0</td>
<td>0.86±0.35</td>
</tr>
<tr>
<td>SVM Linear Default</td>
<td>85±21</td>
<td>51±36</td>
<td>100±0</td>
<td>0.99±0.01</td>
</tr>
</tbody>
</table>

* (C) Cost hyperparameter of the SVM algorithm; (G) Gamma hyperparameter of the RBF kernel.

On the other hand, multiclass classification was studied by using the DL methods and the SVM-based methods to evaluate their performance in the discrimination of the four different classes established in the labeled dataset. Table 5 shows the average classification results of the multiclass classification using the validation dataset. In this case, the overall accuracy obtained with the 2D-CNN and the 1D-DNN are similar to the traditional ML algorithms, however, the sensitivity result of the tumor class has increased by ~16%. In this particular case of in-vivo tissue, it is a challenging task to achieve a high sensitivity in the tumor class. The impact of this improvement in the generation of classification maps obtained when the entire HS cube is classified can be seen in Figure 4. This figure shows the classification maps generated for four images of four different test patients where is possible to observe that the DL methods highly improve the results of Patient 20 (Figure 4, fourth row). In this case, in both SVM-based methods the tumor area is not identified, however, in both DL methods, the tumor area is correctly classified. In addition, in this figure is possible to see that, although the 2D-CNN obtains better quantitative results, the qualitative results reveal that the 1D-DNN introduces less false positives in the classification map. This is especially clear in the classification maps obtained for patients 12 and 20 where normal pixels are misclassified as tumor out of the outlined tumor region. Taking this results in consideration and the fact that the 1D-DNN can classify the entire image in less time than using the 2D-CNN (mainly due to time required for the creation and transmission of the image-patches), the 1D-DNN was selected to be used in the proposed surgical aid visualization system.

Table 5. Multiclass classification results (mean and standard deviation).

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D-CNN</td>
<td>85±9</td>
<td>91±9</td>
<td>87±14</td>
<td>92±8</td>
</tr>
<tr>
<td>PCA+SVM+KNN</td>
<td>85±14</td>
<td>95±6</td>
<td>92±10</td>
<td>99±3</td>
</tr>
<tr>
<td>1D-DNN</td>
<td>84±13</td>
<td>92±11</td>
<td>42±38</td>
<td>90±9</td>
</tr>
<tr>
<td>SVM Linear</td>
<td>84±14</td>
<td>95±5</td>
<td>26±33</td>
<td>91±10</td>
</tr>
</tbody>
</table>

(N) Tumor tissue; (T) Tumor tissue; (H) Hypervascularized tissue; (B) Background.

The creation of the surgical aid visualization system is based on the average results obtained by the ROC curves (presented in Table 5), where the area under the curve (AUC) reveals that each class has an optimal operating point where the algorithm is able to classify the samples with high accuracy. In this sense, the development of this system is based on the manual searching of this operating point. Particularly, Figure 5 shows the ROC curves of the tumor class obtained for each image of the validation dataset, where it is possible to observe that all the images (except P16C4) offer practically optimal ROC curves. In the case of P16C4, the ROC curve is not so optimal and this can be produced due to the reduced number of labeled tumor samples available in the dataset for this patient. Furthermore, this can reveal that the labeling of the tumor samples was a representative or even can show that the tumor samples were wrong labeled.

Finally, since the computation of the optimal operating point cannot be performed during the surgical procedures due to the absence of a golden standard of the undergoing patient, a surgical aid visualization system was developed to this end (Figure 6). In this system, the operating surgeon is able to determine the optimal result on the density map by manually adjusting the threshold values of the tumor, normal and hypervascularized classes. These threshold values establish the minimum probability where the pixel must correspond to a certain class in the classification map generated by the 1D-DNN (Figure 6b). After that, the majority voting algorithm is computed to generate the updated density map (Figure 6c), merging the 1D-DNN map with the segmentation map obtained by the HKM clustering.

Figure 7 shows the classification results and the density maps obtained using the surgical aid visualization system of four images from the same four patients with six different established tumor thresholds (0.75, 0.5, 0.25, 0.10, 0.05 and 0.005). As it can be seen in the results, in some cases, the density map is able to reveal different areas that cannot be clearly seen in the 1D-DNN map as well as remove some false positives that can be found in the classification results.
Furthermore, the manual establishment of the tumor thresholds reveals in some cases more information about the localization of the tumor area. For example, for patient 8 (P8C1) it is possible to observe that the threshold that better delineate the tumor area is located between 0.05 and 0.005, while in other cases, such as P20C1 and P15C1, the default threshold (0.5) is the one that better determine the tumor area.

![RGB Representation of Tumor Classification](image)

**Figure 4.** Multiclass classification results obtained with four images of four different patients of the validation database. (a) Synthetic RGB image of each patient with the tumor area surrounded by a yellow line. (b), (c), (d) and (e) Multiclass classification maps obtained with the SVM, Spatial-Spectral, 2D-CNN and the 1D-DNN, respectively. Normal, tumor and hypervascularized tissue are represented in green, red and blue colors, respectively, while the background is represented in black color.

![ROC Curves of Tumor Class](image)

**Figure 5.** ROC curves of the tumor class for each image of the validation dataset.
4. CONCLUSIONS

The work presented in this paper employs deep learning techniques for the detection of in-vivo brain tumors using intraoperative hyperspectral imaging. In addition, a novel surgical aid visualization system based on a 1D-DNN combined with an unsupervised clustering algorithm, where the manually adjustment of the algorithm output can be fine-tuned by the user, has been presented. This user interface has the goal of intraoperatively assisting neurosurgeons during tumor resection, allowing the fine-tuning of the outcomes of the algorithm to better adjust the identification of the tumor area based on the operating surgeon criteria.

Different classification methods based on traditional SVM-based classifiers have been compared with DL techniques on binary and multiclass cancer detection in HS images. DL techniques have demonstrated that outperform the classification results. In addition, our investigations reveal that spectral-spatial classification with the 2D-CNN and pixel-wise classification with the 1D-DNN perform within statistical indistinguishable accuracy in the quantitative results. We believe that the high spectral resolution of the HS cameras used in this study allows the 1D-DNN to perform with comparable accuracy to CNN methods. Additionally, the limited spatial resolution of the pushbroom camera may also reduce the performance of CNN methods. On the other hand, the qualitative results presented in this work reveals that the 1D-DNN presents better results than the 2D-CNN when the entire HS cube is classified, producing less false positives in the results. For this reason, and taking into account also that the goal of this work is to achieve real-time processing within the operating room, the proposed surgical aid visualization system uses a DNN for classification because the CNN requires more execution time (~1 minute per image) compared to the DNN (~10 seconds per image).

As shown in Figure 4 and Figure 7, the predicted tumor area overlaps well with the golden standard cancer area in the most cases using the optimal threshold value. The ability to accurately localize the cancer area can also be seen in the high average AUC values for the tumor class ranging from 82% to 96% for the algorithms tested in this work. The reason for the low sensitivities is the large optimal threshold differences between the test patients, partially due to the lower number of tumor samples in the training set. Additionally, as it can be seen in Figure 1c, the golden standard used for obtaining the quantitative results did not comprise the entire tumor area. Only pixels with high certainty of class membership were selected, which could have also contributed to the low sensitivity results that do not accurately reflect the efficacy of the proposed method. In this sense, more data collection with more emphasis on collecting high-quality tumor samples could help in order to produce better training paradigms, which could potentially lead to better results. However, to solve this problem in the proposed surgical aid visualization system, the operating surgeon can visualize multiple thresholds to determine the sufficient operating point for cancer detection.

The results of this preliminary study show that deep learning outperforms traditional machine learning techniques in this application, although further experiments need to be conducted to optimize the deep learning algorithms. Additionally, the outcomes of this work demonstrate the feasibility of HSI for the use in brain surgical guidance.

Figure 6. Surgical aid visualization system with manual adjustable threshold values. (a) Synthetic RGB image generated from the HS cube. (b) 1D-DNN classification map generated with the established threshold. (c) Density map generated merging the 1D-DNN classification map and the HKM segmentation via the MV algorithm and performing the cluster probability gradient.
Figure 7. Classification maps and density maps obtained using different tumor thresholds in the surgical aid visualization system. (a) to (f) Classification map and density map obtained with a tumor threshold value of 0.75, 0.5, 0.25, 0.10, 0.05 and 0.005, respectively.
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